PROF HONG

Probability and Statistics
Chapter # 5

1.(#5.1) A joint PDF is defined by

clr+2y), f0<y<land0<z<2,
fXY (CC, y) = .

0, otherwise.
(a) Find the value of c¢;
(b) Find the marginal PDF of X;

(c) Find the joint CDF of X and Y;
Solution:

(a) To be a valid PDF, fol f02 C(z +2y)dazdy = AC = 1, therefore C = 1

Tz +2y)dy =2, 0<z<?

0, otherwise
(z,7) i(w + 2y)dxdy = %xzy + iny,if O<zr<2andl0<y<l1
(z,y) Hx+2y)dady = 22 + Laif 0 <z <2and y > 1
y(z,y) = foy f02 i(m + 2y)dxdy = %y + %yQ,if r>2and 0<y<1
(z,y) 2
(z,y)

2.(#5.2) Suppose (X, Y) has a joint pdf

140z if —y<z<yd<y<l

0 otherwise,

fXY(m7 y) = {
where 6 is a constant.

(a) Determine the possible value(s) of 6 so that fxy (z,y) is a joint PDF. Give your reasoning;

(b) Let 8 = 0. Check if X and Y are independent. Give your reasoning.

Solution:



(a) First notice fol fi’y(l + Ox)dxdy = 1 for any 6. Also we have fxy(z,y) > 0. From the
support, we know —1 < x < 1. Suppose # > 0, this implies 1 — 0 < 1 +6x < 1+ 6.
fxy(xz,y) > 0 implies 0 < # < 1. Similarly when theta < 0. In conclusion, we have
0 e[-1,1].

(b) fx(@) = [ ldy=1+zif -1 <z <0and fx(z) = [(ldy =1-2if0 <z < L
So fx(x) = 1—|z| when —1 < z < 1. fy(y) = f;yy ldx = 2y for 0 < y < 1. Since
fxv(zy) # fx(x)fy(y), they are not independent.

3.(#5.4)

(a) Find P(X > VY) if X and Y are jointly distributed with PDF fxy(x,y) = = + y for
O0<zr<1,0<y<l

(b) Find P(X?2 <Y < X) if X and Y are jointly distributed with PDF fxy (z,y) = 2 for
0<z<1,0<y<1.

Solution:

(a) P(X > VY) = [} [ (x + y)dydz =

(b) P(X2<Y < X)= [} [% 2zdyde =}

4.(#5.5) Prove that if the jointly CDF of X and Y satisfies Fxy (z,y) = Fx(x)Fy(y) , that is,
if X and Y are independent, then for any pair of intervals (a,b) and (¢,d), P(a < X <b,c <
Y <d)=Pla< X <bP(c<Y <d).

Solution:
Let a1 = a when X is continuous and and a_1 = argmazzeqande<a(r — a) when X is
discrete. Define c_; = ¢ when Y is continuous and and c_; = argmazycqy andy<c(y — ¢) when

Y is discrete.

Pla < X<bec<Y<d)=P(X<bec<Y<d —-P(X<a_,c<Y <d)
— P(X<bY<d)—PX<bY <c)-PX<a_,Y <d)
+P(X <a_1,Y <c_y)
= F(b,d)— F(b,c—1) — F(a-1,d) + F(a_1,¢-1)
= Fx(b)Fy(d) — Fx(b)Fy(c-1) — Fx(a-1)Fy(d)
4Py (a_1)Fy(c_1)
_ P(X<HPY <d)—P(Y <c1)]—P(X <a_)[P(Y <d)— P(Y < c_1)]
— P(X<bWP(<Y <d) —P(X<a_1)Pc<Y <d)
— Pla<X<hPc<Y <d)



5.(#5.9) Suppose g(z) > 0 and fooog(x)da: = 1, show that f(z,y) = Mf ”‘Tjj‘f), for z,y > 0,
T/ x2+y
is a joint PDF.

Solution:
(i) It is trivial that f(z,y) > 0. (ii) Substituting x and y with 7 cos @ and rsin 6 respectively,

we obtain

S w/2 oo w/2 oo /2
/ / f(z,y)dzdy = / / Qg(r)rdrde = 2/ / g(r)drdd = 2/ 1df =1
0 Jo 0 0 nr m™Jo 0 m™Jo

6. Suppose a joint PDF is

kr, 0<z<l,0<y<l1-—ux,

0, otherwise.

Ifxy(z,y) = {

Find (a) the value of k; (b) the marginal PDF fx (x); (c¢) the marginal PDF fy (y); (d) the
conditional PDF of Y given X = z; (e)the conditional PDF of X given Y = y; (f)check if X
and Y are independent.

Solution:

(a) fol 017;;; kxdydx = % =1, therefore k = 6.

1—x 9
6xdy = 6x — 6 O<z<l1

b €Tr) = 0 )
B { 0, otherwise
(c) fr(y) = Jo V6wdz =3(1—y)%, 0<y<l
0, otherwise

‘H

—0<y<l—z O0<z<l1

O =

, otherwise

(@) frix(yle) = BRE = {

Y

fX Y(xay)
e TYy)= "% =
(©) fxi(#ly) = Zxm 0, otherwise

{(1390)2, O<y<l—z0<ax<l

(f) X and Y are not independent.

7.(#5.10) Suppose (X, Y) has a joint PDF

fxv(z,y) =keVior0<z<y<oo
Find (a) the value of k; (b) the marginal PDF fx (z); (c) the marginal PDF fy (y); (d) the
conditional PDF of Y given X = z; (e)the conditional PDF of X given Y = y.

Solution:



(a) J5° Jd ke Vdady = [)° kye Ydy = k = 1, therefore k = 1.

(b) fx(x) = { Jo eVdy=e"" x>0

0, otherwise

foy e Ydr=ye Y, y>0

0, otherwise

(c) fr(y) = {

eV O<r<y<oo

0, otherwise

0 )= 55 = |

O<z<y<oo

1
_ fxy(xy) _ Y’

o _ =
(e) fX\Y(xky) Ix(x) { 0, otherwise

8.(#5.11) (X,Y) follows a bivariate normal distribution if their joint PDF

1 st | (5) -2 () (5 ) (2522 )]

e

fXY xr,Yy)= )
(@) 2wo1094/1 — p?

where —oo0 < 1, e < 00,0 < 01,09 < 00,—1 < p < 1. Find

(a) fx (2); (b) fy (); (c) fy|x (y|2); () fx v (2]y); (e)Under what conditions on parameters (u1, 2, 07, 93, ),
X and Y will be independent. [Hint: When finding fx(z), you can form a term with form

=[(22) - ()

and integrate it out first.]

Solution: [See Chapter 5 section 5.6 pages 149-151.]

9.(#5.6) The random pair (X,Y") has the joint distribution

X
1 2 3
1 1 1
2113 § 1
Y 3[+ 0 2
410 3 0

(a) Show that X and Y are dependent;

(b) Give a probability table for random variables U and V that have the same marginals as
X and Y but are independent.

Solution:



(a) To show X and Y are dependent, we can first calculate the marginal pmfs, by summing

corresponding rows or columns. We have

iv r=1 %’ T =2

%, =2 %, z=3
fx(@)=1q 1 and  fy(y) =19 7

I r=3 3, z=4

0, otherwise 0, otherwise

It is easy to see that fxy(z,y) # fx(x)fy(y). Thus X and Y are not independent of each
other.

(b) The probability table for random variable U and V' independent is:

c

<
=~ W N
ol Rl= el T
o= D= o= | DN
S-Sl =]«

10.(#5.7) Suppose X and Y are independent N(0,1) random variables.
(a) Find P(X?2 +Y?2 < 1);

(b) Find P(X? < 1), after verifying that X? is distributed x?.
Solution:

(a) By Example 5.21 of the textbook, we know the distribution of U = X2 + Y2 is fy(u) =

e~ 2 when u > 0 and 0 otherwise. So P(U < 1) = 01 %e_%du =1-—e 12

N[

(b) Using the transformation result, easy to see it follows the pdf of x2. Then P(X? < 1) =

(1 =1/e)in(vV2 +1).
11.(#5.8) Let X be an exponential(1) random variable, and define Y to be the integer part of
X+1,thatisY =i+ 1lifandonlyifi < X <i+1,:=0,1,2,...
(a) Find the distribution of Y. What well-known distribution does Y have?

(b) Find the conditional distribution of X — 4 given Y > 5.

Solution:



(a) Since Y is a discrete random variable, to find the distribution of Y, we just need to find
the probability weighting in terms of X for Y taking value y. When Y = y, X takes
value from y — 1 to y. Thus P(Y =y) =Pl -y < X <y) = yy_l e tdr = —e ") | =
e~W eV =(e—1)eV = (1-1)elv = (1-1)()y=1 fory = 1,2,3, ...., and 0 elsewhere.

e

Thus Y follows Geometric distribution with p =1 — é

(b) Y > 5 <= X > 4. The conditional distribution of X — 4 given Y > 5 is the same with
conditional distribution of X — 4 given X > 4. Define Z = X — 4, then we try to find
Fyix>4(zlz > 4).

By definition,

Fzix>4(2|x > 4) = P(Z < 2|X > 4)

= P(X —4<2|X >4)
P(X <z+4,X >4)

P(X > 4)
_PA<X <z+4)
1-P(X <4)
_ P(X<z+4)-P(X <4)
1—-P(X <4)
B 1— e—(z+4) _ (1 _ 6_4)
B 1—(1—e%)
e—4 _ o—(21+4)
e—4
=1—-¢e%.

We can see that the new random variable Z = X — 4 conditioning on X > 4 has an
exponential distribution with rate parameter to be 1. Thus, the conditional distribution of
X — 4 given X > 4 has identical distribution to X. We call this the memoryless property

of exponential distribution.

12.(#5.13) Suppose the random variables X and Y have the following joint pdf

8ry for0<z<y<1

0 otherwise.

fXY(xay) = {
Also, let U = X/Y and V =Y. Determine the joint pdf of U and V.

Solution:
First notice the support is Quy = {(u,v) € R?,0 < u < 1,0 < v < 1}. And Jacobian
Jxy (u,v) = v. Therefore the joint distribution of fyv (u,v) = S8uv® on Qpv and 0 elsewhere.

13.(#5.14) (1) Let X; and X5 be independent N(0,1) random variables. Find the PDF of
(X1 — X2)?/2. (2) If X;,i = 1,2,are independent Gamma(a;, 1) random variables, find the



marginal distributions of X;/(X; + X») and Xa/(X1 + X2).

Solution:

(a)

(b)

e To solve this question, it is crucial to define the "right” U and V. If we define U

to be W, then we run into a problem, since no matter how we define V', the
mapping is not one-to-one. Thus, let’s first focus on the distribution of % The
intuition is that X; and Xy are both standard normal random variable and they are
independent of each other. Then X; — X5 will also be a normal random variable with
variance to be 2. Then % should be a standard normal random variable and its
square should be a chi-square random variable with degree of freedom 1. With this

reasoning, we first construct a bivariate transformation as following:

X
U:LX?
V2
X1 —X
V= 1 2

V2

The support of (U,V) is Quy = {(u,v) € R?, —00 < u < 00, —00 < v < o0}

Jacobian Jxy (u,v) is computed as following:

11
JIxy(u,v) = ‘ ‘{5 ‘/51 =1.
V2 V2

Apply the Bivariate Transformation Theorem, we have the joint distribution of (u,v)

is:

fov(u,v) = fxy(z,y)

‘JUJ/(.T,y)‘

1 1 9 9
= g2 g2 (T V)
1 1 (u+v)?  (u—v)?
= o2 o))
- 1 ( u? 1)2)
2702 erp 202 202

L oop(— )L eap(— )
=— erp(——s ) ——exp(——
V2mo? P50 V2mo? P50
= fu(u)fv(v)

It follows that U ~ N(0,1) and V' ~ N(0,1). Random variables U and V are
independent. M =VZ~x%1).

o From U = <X and V = X; 4+ X3, we have X; = UV and X, = (1 - U)V.

X1+Xo2

e The support of (U, V) is Quy ={0 <u < 1,and 0 < v < oo}.



e The Jacobian Jx, x,(u,v) is:

= 0.

—v (1 —u) ‘

JX1,X2 (ua U) = ‘

e Applying the Bivariate Transformation Theorem,

fov(u,v) = fx, x,(x1,22)|Ix, x, (1, v)]

_ 1 a1—1_—x 1 az—1

T T(a)t " T(ag)

e T2y

1 -1 — 1 -1, as—1_—(1—
= wp)M e 1 — u)22lya2—le=(-ur,
Ilar+a2) o -1 1 1 -
1 — )2 7,‘)&1—&-&2 16 v
F(Ogl)r(ag) ( ) ][F(Ozl + 042) ]
This implies that
B I(ag + a2)
Julw) = I(o)T(ag)ur =11 — u)o2—1
Thus, U = ﬁ ~ beta(ay, ag). Similarly, we can show that % ~ beta(ag, o)
from a bivariate transformation when we define U = —22— and V = X 1+ Xo.

X1+Xo

14.(#5.15) Suppose X1, X5 are independent standard Gamma random variables, possibly with

different parameters aq, ag. Show:

(a) The random variables
X1

X1+ X9and ————
! 2 X1+ Xo

are mutually independent;
(b) The distribution of X; + X5 is a standard Gamma with o = ag + ag;

(c) The distribution of X;/(X; + X2) is a standard Beta with parameters aq, .

Solution:
Similar to part(2) of Question 5.14.

15.(#5.25) Suppose X1 ~ Gamma(ag, 1), Xo ~ Gamma(aeg, 1), and X; and Xo are inde-
pendent. Show that X; + Xy and X;/(X; + X3) are independent. Also, find the marginal
distributions of X; + X3 and X; /(X1 + X2), respectively.

Solution:

From problem 13’s result,

v () = [l 02 oo g eyt

’Ual +a27167v}
(o) (az) (1 + az)



for0<u<1l,and 0 < v < 0.
It can be written as a produce of function of u and function of v. Thus U and V are

independent. It follows that

[(ag + a9) o1

u) = ——= 1—u)* !
1
_ altas—1_—v
fV(U) F(Oé1+042)v €
for 0 < u < 1,and 0 < v < oo, respectively. Thus we know U = —22— and V = X; + X»

X1+Xo
are independent of each other and U = Xl)_%XQ follows beta(ay, ag) and V = X; + X5 follows

Gamma(ag + a9, 1).

16.(#5.16) X; and X, are independent N (0, 0%) random variables.
(1) Find the joint distribution of Y7 and Ya, where Y1 = X2 + X2 and Y2 = X1/V/Y1.
(2) Show that Y7 and Y3 are independent.

Solution:
You can read Chapter 5 Example 21 to solve this question. When you solve this one, you have

to change your notation.

a e IFind we need to find out the support for Y; an 2: from Y7 = + , an
Find d find h for Y; d Yy f Y X12 X22 d

— X1 ~ 2 ~ 2 ;
z/;/ —Yg/m, and X; ~ N(0,0%), X9 ~ N(0,0°), we can derive the support for
1, 12) as:

vy, = {(y1,y2) € R?:0< Yy < oo, —1 <ys <1}

e Be careful, Bivariate Transformation Theorem doesn’t apply here!, since
(Y1,Ys) is not a 1-1 mapping from (X7, Xs). For the distribution of Z = X2, we
have for the CDF of Z, Vz € Qz = {z € [0,00) }:

The pdf of Z is:

fz(Z) _ dF;Z(Z)
1 1

= fx.(V2) 5= + fxo (= V7)

2\/z 2\/z
1 __z_
= ﬁe QUz,fOI' S [0, OO)
TzZ0o

and 0, elsewhere.



e X is independent of X», then X3 is also independent of Z = X2. The joint pdf of
()(17 Z) is

1 2752 2
le,Z(-'Elaz) _ z?2 /20 e z/20

27r02\/§e
The support of (X1, Z2) is Qx, 2z = {(z1,2) € R* —00 < 21 < —00,0 < z < oo}

After substituting X7 by Z, we can do the following transformation:

Yi=X{+7Z
X1

VXi+Z

Y, =

then,

X1 =V1Ys

Z=Y(1-Y})
e The Jacobian Jx, z(y1,y2) is
Y2
U
Txy,z(yn,y2) = | 2V e —Vy1-
-y —2y1y2

e Using Bivariate Transformation Theorem, we have:

vive (1, v2) = fx,z(x1,2)|Ix,,2(y1, y2)|
1 1

=——— ¢ 202, for (y1,y2) € Ay, v
T (y1,2) 1Yo

and 0 otherwise.

(b) Y7 and Y, are independent, because, the joint distribution equals the product of the
marginal distribution for all (y1,y2) € Qy,v,. First calculate the marginal pdf of Y;:

1

1 Y1
vily) = / ——————¢ 222dyy
(1) 127r02\/1—y2

= 76 2(7'

/1 7r\/1—y2
76 20‘ /
. 71'\/1—0039

———dcos(f

Lot [ L (sin)as
= — 20 I

252°¢ ~ msin(0) s

1 _w 1
= 552° 2"2(—;)9&
= Le 207 ,for y1 € (0, 0),

202

10



and 0, elsewhere. Actually, we can see that Y7 follows Exponential(ﬁ). By the same

logic, we can show that

1
fva(y2) = ——=,for y2 € (—1,1)
1 —yz

and 0, elsewhere. Then we can prove Y7 and Y5 are independent of each other since
fY1Y2 (y1, 92) = fY1 (yl)fYQ (y2)

You can also prove independence by factorization theorem like the lecture note
does, however, you have to show that the result holds for all (y;,y2) pair in the

R? space.

17.(#5.17) For X ~ Beta(a, 3), and Y ~ Beta(a + 3,7) be independent random variables,
find the distribution of XY by making the transformation given in (1) and (2) and integrating
out V.

(a) U=XY,V =Y.
(b) U=XY,V=X/Y.
Solution:

(a) From U = XY and V =Y, we have X = % and Y = V. We can first find the support is
O<u<v<l.

The determinant of Jacobian matrix is:

1 — 1
| det Jxy (u,v)| = |det [0 ) ”:v
It follows that
fov(un) = frr ()l o)l = fer(y)y
_ [(a+B) 2011 _ )81 Dla+B8+7) arp1,q  yy-11
rr®” Y Tarprm? TV
- Tla+B8+7) u 4 _ U\B-1 a8 _ 1 w< v
= TarEe) W) ) T o< s <
Then,

h@)zl/ﬁwuv

. O‘+6+’7)ual ﬁl B-1 —v 11)
= T(IAI0) l (Vo

11



Let z = ==, we have dz = l‘f’u, l-v=(1-y)(1—-u)and =* = @ Thus
o 1 LB=1(1 _ 4)B-1
) = e ) e - e

o 1

= E((a);(g)—;&)) u* (1 — U)B'H_l/0 (1-— z)'y_lzﬁ_ldz

_ I'la+B+7) a=1(y _ u)5+7_1F(6)F(7)

L()I'(B)T(7) I'(B+7)
- Ta+B84+7) o _
= TG L1 —w)f7 1 0<u<1

Thus, U ~ beta(a, 4 7).

(b) From U = XY and V = X/Y, we have X = VUV and Y = \/g The support of (U, V)
is0<u<v<l/uand 0 <u<1.

The determinant of Jacobian matrix is:

1 /v 1 /u
| det Jxy (u,v)| = |det [12@ 21\/;u] = %
2V w2V WS
It follows that
fov(u,v) = fxy(z, y)’JXY(uvv)’:fXY(l':y)%
_ (OH‘B) _\B-1 (OH‘B—F’Y) a+h— 7—1 1
far® O e ey Y

_ Latp+y o Vi)l et v_11
= TwrErm) V" f 1 \f

The set {0 < z < 1,0 <y < 1} is mapped onto the set {0 < u <v < 1,0 <u < 1}. Then,

1/u
folu) = fov(u,v)dv
_ Mua—l _ )1 l/ul—\/mﬁ_ll—
= Nar@rm® T / ()
\/%ﬁ
ool =)
— wua—l _ )AL 1/ v u 81 _ﬂw—l
rr@re Y / ( rra )

u

v

“20(1 —u)

\/%)'y—l

1—u

v

dv

12



Let z = \/E;u, we have dz = 2({) dv. Thus
_ F(a + ﬁ + 7) a—1 B+y—1 ! B—1 1
folu) = (T (BT " (1—wu)™ /0 271 = 2) e
— Mua—l(l _ u)ﬁﬂ—lw

[(a)L(B)T(7)

I'a+pB)
_ F(a—l_ﬁ_‘_’)/) al 7UB+ -1 U
= Targey? W Osusd

Thus, U ~ beta(a, 4 7).

18.(#5.18) Let X ~ N(p,0?), and let Y ~ N(v,02). Suppose X and Y are independent.
Define U = X +Y and V = X — Y. Show that U and V are independent normal random

variables. Find the distribution of each of them.

Solution:

Let Z =Y 4 (4 — 7). Then X and Z are independent and Z ~ N(u,o?). From the result
of Chapter 5 example 22, X + Z ~ N(2u,20%),X — Z ~ N(0,20%), and X + Z, X — Z are
independent. It implies that U = X +Z — (u—7) ~ N(u+7,202), V=X —Z+ (u—1) ~

N(u — 7,20?) are also independent, since adding constant does not change independence.

19.(#5.20) Suppose X; ~ N(0,1), X5 ~ N(0,1) and X; and Xy are independent. Find the
distribution of X;/X5.

Solution:
From U = X1/X9 and V = X3, we have X; = UV and Xy = V. The support for (U,V) is

—o00 < u<ooand —oo < v < 0o. The determinant of Jacobian matrix is:

| det Jx, x, (u,v)| = |det [” “] = |v|
0 1
It follows that
fovtu) = Pl = ol
= ey
Var© f
_ v —(u2+1)v2/2
N 27re

13



Then,
folu) = /_ fov (u, v)dv

= /Oo Me—(u2+1)v2/2dv

oo 2T
= /0 TV w2, o /OO U 1)e?/2 g,
oo 2T o 2w
> v 21 1)2
_ 2/ 767(u +1)v /2dv
0 2w
1 /OO (24122
= — ve dv
T Jo
let z = (u? + 1)v?/2, then we have % = v(u? + 1), thus we have dv = %. Also, we

have e~ (' T1v*/2 — ¢==_ Substituting them back to fi(u), we have

1 [>* _, dz
fU(u) = 7_‘_/0 ve ’U(’LL2+1)

1
1
= TG D) for u € (—o00, 00)

Thus, U ~ Cauchy(0,1).
20.(#5.21) Let Z1, Zs be independent standard normal random variables. Define

X = w+aZ+ b2,
Y = po+cZy+dZs,

where constants a, b, ¢, d satisfy the restrictions that
a>+ b = a%,
c+d> = o3,
ac+bd = pPoO109.

Show that (X,Y) ~ BN (u1, e, 0’%7 U%a p).

Solution:

Representing Z; and Z5 using X and Y:
dpy — bug +bY — dX

7, =
! bc — ad
apg —cpp +cX —ayY
Z3
bc — ad

14



lad—be| 1 . 1
bc—ad)? — |bc—ad| T

Therefore |detJz, z,(x,y)| = ( o1024/1—p2

fXY(xvy) = fZ122(217ZQ)‘detJZ1Z2(1:7y)‘
1 41 = 1
e 2 e 2
2 \ 2 |bC— ad|
1 1 (dpy — bu)? + 02Y2 + d? X% — bdXY + (aps — cpr)? + eX? + aY? — ac:
e

2ro1094/1 — p? (bc — ad)?

_ Lt | () () () (5)
2wo1094/1 — p?

21.(#5.22) Let X and Y be two independent uniform random variables on [0, 1]. Show that
the random variables U = cos(27X)v—2InY and V = sin(27X)v/—2InY are independent

standard normal random variables.

Solution:

This is the so called Box-Muller Transformation. Expressing X and Y in terms of U and

V.
1 [V
Y = ¢

Then easy to see |detJxy (u,v)| = \/%76*”2/2\/%

22.(#5.23) Find the PDF of X — Y, where X ~ U[0,1],Y ~ U]0,1], and X and Y are inde-
pendent.

Solution:

See Example 5.23 in section 5.5.

23.(#5.65) Suppose X has a probability density function

f(x):{ lz] —-l<zx<1

0  otherwise.

Let Y = X2,
(a) Find Cov(X,Y); (b) Are X and Y independent? Give your reasoning.

Solution:

(a) Using the formula for covariance function, we have Cov(X,Y) = EXY —~EXEY = EX?—

EXFEY. Here we can see that the density of X is symmetric about y—axis, then we expect
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the mean and third moment of X are 0. To see this, let £ be an odd number, we calculate
E(XF).

1
E(X® = /l‘k‘$|d$

-1

0 1
= / —xk+1dx+/ 2" dy
—1 0

Thus, we know that all the odd moments of X are 0. Then we have cov(X,Y) = 0.

(b) Are X and Y independent? No, because it is given that Y is a function of X. X and Y are

not independent even though they are uncorrelated.

24.(#5.44). Suppose (X,Y) has a bivariate normal PDF

1 — o= (2% —2pzy+y?)
fXY xr,Y) = e 2(1-p?) .
(@9) 2m\/1 — p?

Show that corr(X,Y) =p

Solution:
We first compute the marginal density of X and Y separately. The marginal density of X, is:

fe(@) /OO 1 _(w272oxy2+y2>d
x(r) = — ¢ 2(1—p<) Y
—0o0 27‘(’\/ 1-— 2

_y2 =202yt (p2)? 12— (pz)?

/ 2(1—p2) dy
\/ so V2m/(1 —p
= —e é / eW=p0)?/2(1=0%) g,
V2T \/2 1—
1 <2
= e 2

V2T
Thus, X is N(0,1). Similarly, Y ~ N(0,1). EX = EY = 0.

corr(X,Y) = CO;J(X’Y) = E2Y=0 — EXY. Then, we compute the covariance between X and
X0y
Y.

o0 oo 1 _a®—2payty?
EXY :/ / ry——F———=e 20-,9) dady
~o0 2m/(1 = p?)

x
__P / r2e= %
V2T J—x

=P
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where the second to las equality comes from that the the mean for a random variable Y that
follows N(px,1 — p?) is px, and the last equality is because the second moment of a standard

normal random variable is 1

25. A normal distributed, denoted as N (u, 02), random variable has the moment generating
function M (t) = M3 for —o00 < t < 00. Suppose X ~ N(p1,0%),Y ~ N(uz,03), and X
and Y are independent. Find the distribution of a; X + a2Y . Give your reasoning.

Solution:
Denote Z = a1 X + a2Y, then we need to find the distribution for Z. By the uniqueness
theorem of MGF, we can identify the distribution of Z from its MGF.

E (e)
<6t a1X+a2Y))

(ealtX ath)

by independence = F (e‘”tx) E (eazty)

by definition of MGF = Mx (a1t) My (ast)
— 6u1a1t+%cr%a2t26,u2a2t+ 02a2t2
_ e(,ula1+,u2a2)t+ (01a1+02a2)t2

— eut+%o2t2

where © = p1a; + poas and 0?2 = a%a% + a%a%. Then we know that Z = a1 X + asY follows

normal distribution with mean pja; + poas and variance O’%CL% + U%G% .

26. (# 5.47). Suppose the joint PDF of X,Y is a uniform PDF on the circle 22 + 32 < 1.
Find (1) E(Y|X); (2) var(Y|X); (3) Are X and Y independent? Explain.

Solution:

f‘l 2 Ldy = 2” 22 for —1 < 2 < 1. Then we easily get fyix(ylr) = 2\/11_7.

Vi—z2 7
Therefore
V1—z2 1
EY|X) = —d
(V]X) /ﬁy2 ——dy

1 2 VI
4%1—:,;(‘ ) =0

(b) Similarly we can calculate E(Y?|X) = =2

var(YX) = E(Yz) — (E<Y’X))2
1— 22

3

17



(c) Since the conditional covariance is not a constant, X and Y are not independent.

27. Suppose (X,Y) have a joint PDF

ey (1) eV if0<z<y< oo,
z,y) =

VALY 0, otherwise.

(a) Find E(Y|X). Can you use X to predict E(Y|X)? Explain.

(b) Find Var(Y|X). Can you use X to predict Var(Y|X)? Explain.

Solution:
Since we are dealing with the conditional mean and conditional variance on X, we need first

calculate the marginal distribution of X.

=e ¥, for z € (0,00),
and 0 elsewhere. Next, we calculate the conditional pdf fyx(y | z) :

fxy(z,y)
fx(z)

=Y, for y € (z,00),z € (0,00)

fY\X(y |z) =

and 0 elsewhere.

(a) By definition
E(Y | X) :/ ye Ydy

I Il
) ®
8 8
—~ H\
| 8
Ned —~
Y '
s
_= Y
Q)
+
H\
3
ml
<
U
<
—_

=xz+1, for z € (0,00)

Since the conditional mean function is a function of X, then we can use X to predict
E(Y | X).

18



(b) To find Var(Y | X), we need to first find E (Y2 | X).

oo
E(Y2|X)=/ 2" Vdy

e}

/ yre Vdy
=e / de Yy
{ _y}o +2/ ye_ydy]

=e" (2?7 4+ 2¢ "z + 2¢77)
=22 + 2242, for z € (0,00)

Then we know Var(Y | X) = F (Y2 | X) —[E(Y | X)]* = 1. Since the conditional variance

is a constant, we cannot use X to predict Var(Y | X)

28. Show that the conditional mean E(Y|X) is the optimal minimizer for the minimization

problem of the mean squared error E[Y — g(X)]%;that is
E(Y|X) = argmin E[Y — g(X)]?,

where the minimization is over all measurable and square-integrable functions.

Solution: See Theorem 5.25 in textbook.

29. Let X and Y be two random variables and 0 < 0% < oo. Show that if B(Y|X) = a + bX,
then b = cov(X,Y)/c%.

Solution: We know Cov(X,Y) = E(XY) — EXEY. By Law of Iterated Expectation, we
have Cov(X,Y) = E[XE(Y | X)]—EXE[E(Y | X)]. Give E(Y | X) = a+ bX, we have

Cov(X,Y) = E[X(a+bX)] — EXE(a + bX)
= F [aX + bX?] — EX(a+ bEX)
—aEX +bEX? — aEX — b(EX)?
=b[EX? - (EX)?]

= bos
Given 0 < 0% < oo, dividing 0% on both sides will give us b = Cov(X,Y)/0%.

30. Suppose E(Y|X) =1+ 2X and var(X) = 2. Find cov(X,Y).

Solution: From the result in Q 22 note to change the order, we know Cov(X,Y) =
b* Var(X). In this question, Var(X) = 2 and b = 2. Then we have Cov(X,Y) =22 =4.
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31.(# 5.50) Suppose X and Y are random vaiables such that E(E(Y|X) = 7 — 1X and
E(E(X|Y)) =10 — Y. Determine the correlation between X and Y.

Solution:

E(Y) = E(E(Y|X))=7- %E(X)
BE(X) = B(E(X|V))=10- E(Y)

We get E(X) =4 and E(Y) =6.
E(XY) = E(E(XY|X))=E(XEY|X))
= TE(X) - iE(XQ)
_ s %(Var(X) + E2(X))

= 24— %Var(X)
— Var(X) = 4(24 — E(XY))

E(XY) = E(E(XY|Y))=E(YEX|Y))
= 10E(Y) - E(Y?)
= 60— (Var(Y) + E*(Y))
= 24— Var(Y)
— Var(Y)=24— E(XY)

B Cov(X,Y) _ E(XY)-EX)E(Y)
Corr(X,Y) = VVar(X)Var(Y) B VVar(X)Var(Y)
E(XY) - 24 1

VRI—EXY)4(24 - E(XY)) 2

32. Show var(Y|X) = E (Y?|X) — [E(Y|X)]*.

Solution:
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By defintion

Var(Y | X =) = [ [y = BV | X =) dFyix(y | o)

:/ [ —2yE(Y | X =2)+ E(Y | X = 2)*] dFy|x(y | )

~ [ PaFycty |0 280 | X =) [ydFyicty | o)

FEY | X =a) [ By 2)
=E(Y?|X=2)-2BY |X=2)E(Y|X=2)+EY |X=n)?
=E(Y*|X=2)-EY | X =2)°

33.(# 5.60) For any two random variables X and Y with finite variances, show:

(a) cov(X,Y) = cov (X, E(Y|X)).

(b) X and Y — E(Y|X) are uncorrelated.

(c) varlY — E(Y|X)] = E [var(Y|X)].

Solution:

(a)

Cov(X,E(Y|X)) = E(XE(Y|X))- E(X)E(E(Y|X))=E(E(XY|X)) - E(X)E®Y)
= E(XY)- E(X)E(Y)=Cov(X,Y)

Cov(X,Y — E(Y|X))

Var(Y — E(Y|X))

EX(Y - E(Y]X))) - E(X)E(Y — E(Y|X))
E(XY - XE(Y[X)) - E(X)(E(Y) — E(E(Y|X)))
E(XY) - E(E(XY|X)) - E(X)(E(Y) — E(Y))
E(XY)—E(XY)=0

(
)

E(Y - E(Y|X))? - E*(Y - E(Y|X))
E(Y - E(Y|X))?

E(Y?-2YE(Y|X) + E*(Y|X))

E(E(Y?|X) = 2E(Y|X)E(Y|X) + E*(Y|X))
E(BE(Y?|X) - EX(Y|X)) = E(Var(Y]X))
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34.(# 5.61) (a)Suppose E(Y|X) = E(Y). Show cov(X,Y) = 0. (b) Does cov(X,Y) = 0 imply
E(Y|X) = E(Y)? If yes, prove it. If not, provide an example.

Solution:

(a)

Cow(X,Y) = E

(b) No. E(Y|X) = 1(|X — 0| < 2) varies with X.

35.(#5.32) Suppose the distribution of Y, conditional on X = z, is N(z,z?) and that the
marginal distribution of X is uniform(0,1).

(a) Find E(Y), var(Y), and cov(X,Y);

(b) Prove that Y/X and X are independent.

Solution:

(a) E(Y) =E(E(Y|X)) = E(X)=1/2
E(Y?)=E(E (Y2\X)) 2B(X?) =2/3
var(Y) = E(Y?) - E(Y)? =5/12

cov(X,Y) = E(XY) E(X)E(Y) = E(X(E(Y|X))) —1/4 = 1/12

(b) Let U = Y/X and V = X, easy to show that fry(u,v) = \/%e 5 1) . By factorization

theorem, U and V are independent.

36.(#5.33) Consider two random variables (X,Y’). Suppose X is uniformly distributed over
(=1,1), that is, the pdf of X is

1
5 -l<z<l1
) =1 2
Ix(@) { 0 otherwise.
Also, the conditional pdf of Y give X = x is

1 (y—a—px)?
fyix(ylz) = e 2 for —co<y<ooand —1<x<1.
V2T
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Find: (a) E(Y); (b) cov(X,Y).

Solution:

(a) Since the conditional pdf of Y given X is a normal distribution, we know E(Y|X) = a+5X.
Then E(Y) = E(E(Y|X)) =«

(b) cov(X,Y) = E(XY) - EX)E(Y)=E(aX +B8X?% =4/3
37.(#5.38) A generalization of the beta distribution is the Dirichlet distribution. In its bi-

variate version, (X,Y) have a joint PDF fxy(z,y) = ka® 11—z —y)* L, 0 <z < 1,
0<y<1l,0<y<1l—x<1,wherea>0,b>0, and c > 0 are constants.

I'(a+b+c) .
(a) Show that k = W’

(b) Show that, marginally, both X and Y are Beta;

(c¢) Find the conditional distribution of Y| X = z, and show that Y|(1 — X) is Beta(b, ¢);

(d) Show that E(XY) = (a+b+cﬁl’)(a+b+c), and find the covariance cov(X,Y).
Solution:
(a) Let z = £, we have

//ny(x,y)d:Udy =1

1 1—a
/ / kat Yy Y1 — 2z —y) ldady = 1
0o Jo

1 1
//k:;r“_lzb_l(l—ac)b_l(y/z—y)c_l(l—x)dzdac =1
o Jo

kB(a,b+c)B(b,c) = 1

(b) Similar to part (a), we still let z = -

1
fX(I') _ / kxa_l(l - x)b+c+1zb_1(1 _ Z)C_ldz
0

B I‘(a+b+c)xa_ _pybtes
= T o (1 = g)b+et

fy(y) is similar.

(c)

fxv(zy)  Th+c) 11 —z—y!

fx(x) I(D)(c) (1 — x)btel
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for0<r<1,0<y<1,0<y<l—-z<l.Let U=Y/(1—-X)and V =1— X. Easy to

show
fuv () = 5((2;(2:?) v ”)a_lﬁ((:);(cc)) -0
Then
_ ! F(a+b+c) b+c—1 a—1 F(b—|-0) b—1 ucfl v
folw) = /0 T(a)T(b + c) (1-v) T(b)C(c) (I—w)™d
~ T(b+e) ub-1 ! "T(a+b+c) bte—1 )L
= Tore® Y /0 ()T (b + o) (1-v)*"d
— F(b + C) ub—l(l _ u)c—l
L(b)T(c)
for0<u<1
(d)
BXY) = BE(X(L-X)B(;2|X))
- E(X(le)bL)
b a a a+1
- b+c(a+b+c_a—|—b+ca+b+c+1)

= RHS

cov(X,Y) = E(XY) - E(X)E(Y) = RHS

38.(#5.45) Suppose (X,Y) follows a standard bivariate normal distribution with correlation
coefficient p. Define U = (Y — pX)/+/1 — p?. Show that U is normally distributed and inde-
pendent of X.

Solution: Let V = X. We have

fov(u,v) = fxy(z,y)ldet(Jov(z,y))| ™"
— 7{2(1;%(”&2”2*2”‘”3’) 1—p?
21/ 1 — p?
_ L el ep
V2T V2T
By fact(:rization theorem, U and X are independent. Also, fy(u) = \/%76*“2/2 ffooo \/%76*”2/2&0 =
L —u?/2
Norad ure,

39.(#5.57) Suppose (X,Y) have a joint PDF

rze Y, if0<zx<y< oo,

fxy(z,y) = {

0, otherwise.
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(a) Find the conditional pdf fy|x(y|r) of Y given X = .
(b) Find the conditional mean E(Y |x);

(c¢) Find the conditional variance var(Y |x);

(d) Are X and Y independent? Give your reasoning.
Solution:

e Y

(a) First get fx(z) = ze™® for 0 < x < co. Then fy|x(y|zr) = J5== =" Y for 0 <z <y < oo.

(b)

o0
EY|X) = / ye* Ydy
T
= z+1

(c) Similarly we get E(Y?|X) = 22+22+2. Then we have var(Y|X) = E(Y?)—(E(Y]X))? =1

(d) fy(y) = %er*y for 0 < y < c0. Since fxy(z,y) # fx(x)fy(y), they are not independent.
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